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it depends…



Organisations see the game as chess, laying out 

their own assets in a strategic manner trying to 

outthink the adversary.  

Attackers are playing poker, trying to bluff and 

gamble their way in.



= Play both 
games!



CSIRTs, CIRTs, CERTs, SIRTs, or IRTs

A Computer Security Incident Response Team (with any of 

the above acronyms) is a concrete organisational entity that is 

assigned the responsibility for coordinating and supporting 
the response to a computer security event or incident.  

The goal of a CSIRT is to minimise and control the damage 

resulting from incidents, provide effective guidance for 

response and recovery activities, and work to prevent future 

incidents from happening.

Source: https://www.us-cert.gov/



Key Requirements
Along with an effective incident response handbook (playbook), 

and a mandate to protect the organisation, great teams will also 

possess:  

• Adequate resources, tooling, and training availabilities for the 

team to remain relevant and effective. 

• Proper documentation and understanding of what must be 
protected. 

• Documented and reliable relationships with other groups in the 

organisation.



OxCERT
University of Oxford Computer Emergency Response Team 

1994  Founded as a group of  
            volunteers across Oxford 

1998  FIRST membership 

2001  Full time staff as part of  
            central Networks Team 

2013  Information Security Team 

2017  Five full time staff



The Four Core Questions 
The core foundation to security monitoring and incident response: 

1. What are we trying to protect?  

2. What are the threats?  

3. How do we detect them?  

4. How do we respond?  

Understanding that there will always be a place for incident 

prevention, while also recognizing that not every threat can be 

blocked, ensures a pragmatic approach to detection and response.



The Tool Maketh the Team 

SIEM
Data aggregation

Correlation

Alerting

Retention

Forensic analysis

Reporting

Logs & Events

Traffic analysis

Compliance



Collection of lightweight data shippers for Elasticsearch 
Filebeat, Winlogbeat, Heartbeat, Metricbeat, Packetbeat

Logs & Event Ingest

Data processing pipeline with a variety of input formats  
e.g. syslog, log4j, puppet facter, rss, https, rss, snmptrap 
• Variety of filter plug-ins 

• Powerful post-processing 

• Data aggregation and pruning



NetFlow – Traffic Metadata
NetFlow also known as Jflow, Netstream, Cflowd, sflow, and 

IPFIX vary slightly, but the essence is the same: each technology 

creates a record of connections (a flow) between at least two 

hosts, including metadata like: 

• source 

• destination 

• packet/byte counts 

• timestamps

• type of Service (ToS) 

• application ports 

• input/output interfaces 

• and more



NetFlow – Data Collection

NetFlow generation at strategic 

locations: e.g. Internet uplinks, core 
routers, data centre links 

Potential implementations: Cisco kit, 
Elastic PacketBeat on Linux with 
PF_RING, or NTOPNG

GeoIP based graph of NetFlow sources



Intrusion Detection isn’t Dead

“IDS as a security technology is going to disappear.”  
Richard Stiennon, Gartner Research Director, June 2003.

Deployment considerations: 

• Inline blocking or passive detection? 

• Location, location, location! 
e.g. Internet uplink, Extranet, data 
centre links, client networks



DNS, the One True King

Logging and analysing DNS traffic can be a challenge, 

particularly if you host your own DNS services or have a large 

network.  

Potential implementations:  

• Log client requests and server responses on your DNS 

servers (not popular with DNS server administrators). 

• Set-up passive DNS collectors like lionmsg or ncap



Get a Handle on Your Data

Just collecting all possible logs, events, and alarms does not help 

making sense out of them! Key lessons learned so far: 

• NTP time source, UTC based logging, and ISO 8601 date 

• Just the facts – filter and prepare your data 

• Normalise your data  
e.g. 2001:420:1101:1::A vs 2001:420:1101:1:0:0:0:a 

• Maintain consistent keys and curate metadata



Compliance Information



Compliance Information
Systems report compliance violations to your 

SIEM solution: 

• Endpoint visibility (e.g. osquery, Santa, zentral) 
• Server auditing (e.g. OpenSCAP, Lynis)  
• Business application auditing  

(e.g. financial transactions) 
• Automated vulnerability Scans (e.g. Nessus)
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The Tool Maketh the Team 

SIEM
Security Information and  

Event Management

SIRT
Security Incident 
Response Tracker



The Tool Maketh the Team 

SIEM SIRT
Data aggregation

Correlation

Alerting

Retention

Forensic analysis

Reporting

Prioritisation

Workflow

Automation

Threat intelligence

Metadata & Search

Reporting

Logs & Events

Traffic analysis

Compliance

Investigation

Countermeasures

Incident Reports

Incident 

data

Alerts



The Tool Maketh the Team 

https://elastic.co https://bestpractical.com/rtir/

SIEM SIRT

https://elastic.co


RTIR: Request Tracker for Incident Response



RTIR: Request Tracker for Incident Response

Incident Tracker shall be also used for  

• Phishing 

• Third party thread intelligence 

• Bulletins 

• Vulnerability Scanning 

• General advise and guidance 

• …



Yes we are open!

Oxford’s network security model has never 

been based on a trusted internal network. 

• The University acts as an ISP to its 

colleges and departments. 

• There is no perimeter firewall for the 

organisation. 

• User services are deployed to the 

Internet (exceptions apply).

https://research.google.com/pubs/pub43231.html


Beyond Corp
“BeyondCorp is an enterprise security model that 
builds upon 6 years of building zero trust 
networks at Google”
Principles
• Connecting from a particular network must 

not determine which services you can access.

• Access to services is granted based on what 

we know about you and your device.

• All access to services must be authenticated, 

authorized and encrypted. https://research.google.com/pubs/pub43231.html

https://research.google.com/pubs/pub43231.html


Most Common Incidents



Incidents 09/10/2016-26/09/2017

Other
2%

Unauthorised Access
42%

Malicious Code
55%







Unauthorised Access

We observe the majority of 

accounts being phished as 

opposed to hacked.  

A good password policy helps. 

Ability to lock accounts and audit 

access is of prime importance.

https://research.google.com/pubs/pub43231.html
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Example: Spammer



Example: Spammer



Example: VPN Abuse



Example: VPN Abuse



Example: VPN Abuse (continued)



Strategies for Phishing?
User education on phishing: 

continuous awareness campaigns, 
training, internal phishing exercises. 
Response Policy Zone (RPZ) to 

subvert phishing sites to a sinkhole. 

Email security products, e.g. 
Mimecast, Advanced Email Threat 
Protection, Hosted Email Security, …

https://research.google.com/pubs/pub43231.html


Malicious Code: The Kill Chain

https://research.google.com/pubs/pub43231.html


Measure Up

There are several ways to measure a team’s detection 

efficiency with a few simple metrics such as the following:  

•How long it takes to detect an incident after it occurred? 

•How long it takes to contain an incident after its detection? 

•How long it takes to analyse an alert or solve an incident? 

•How many infections are blocked or avoided? 

•How well are playbook reports performing?



Further Reading

Jeff Bollinger, Brandon Enright, and Matthew Valites:  
Crafting the InfoSec Playbook  
O’Reilly; 1st edition (6 May 2015)  
http://oreilly.com/catalog/errata.csp?isbn=9781491949405   

Aaron Bradley: OS X Incident Response 
Syngress/Elsevier; 1st edition (6 May 2016)  
https://www.elsevier.com/books/os-x-incident-response/bradley/978-0-12-804456-8

http://oreilly.com/catalog/errata.csp?isbn=9781491949405


Thank You!

Marko Jung
Galactic Viceroy of Research Excellence

https://github.com/mjung/publications

m@mju.ng              @mjung            fb.com/markohjung


